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The generic behavior of quantum systems has long been of theoretical and practical interest. Any
quantum process is represented by a sequence of quantum channels. We consider general ergodic
sequences of stochastic channels with arbitrary correlations and non-negligible decoherence. Ergodicity
includes and vastly generalizes random independence. We obtain a theorem which shows that the
composition of such a sequence of channels converges exponentially fast to a replacement (rank-one)
channel. Using this theorem, we derive the limiting behavior of translation-invariant channels and
stochastically independent random channels. We then use our formalism to describe the thermodynamic
limit of ergodic matrix product states. We derive formulas for the expectation value of a local observable
and prove that the two-point correlations of local observables decay exponentially. We then analytically
compute the entanglement spectrum across any cut, by which the bipartite entanglement entropy (i.e.,
Rényi or von Neumann) across an arbitrary cut can be computed exactly. Other physical implications of our
results are that most Floquet phases of matter are metastable and that noisy random circuits in the large
depth limit will be trivial as far as their quantum entanglement is concerned. To obtain these results, we
bridge quantum information theory to dynamical systems and random matrix theory.
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I. OVERVIEW AND SUMMARY
OF THE RESULTS

How do generic quantum systems behave? The physical
change of a quantum system over a unit of time is modeled
by the application of a quantum channel. Quantum chan-
nels are the most general formulation of physical (quantum)
processes such as various steps of a quantum computation,
effects of noise and errors on the state, and measurements
[1]. Any particular evolution of a quantum system can be
obtained by the application of a sequence of suitably
chosen quantum channels.
The generic (average) behavior of quantum systems has

long been of theoretical and practical interest. Random
channels appear in a wide variety of applications, from
quantum chaos [2] to holographic dualities in theories of
quantum gravity [3] to operator dynamics [4]. Similarly,
random local circuits are currently intensely studied for their
k-design properties [5], potential to demonstrate quantum

supremacy [6,7], and understanding operator spread and
entanglement growth [8]. Recently, motivated by the dem-
onstration of quantum supremacy, random circuits have
become central candidates to show hardness in near-term
quantum computing. For example, Google recently demon-
strated a 53-qubit experimental demonstration of the hard-
ness of sampling from the output of random circuits [9].
In nature, whenever one studies a quantum system,

leakage of information to the environment is at play. A
key challenge is to address the effects of decoherence in
natural settings or account for it in the lab especially now that
quantumerror correction schemes have not been realized. To
model decoherence on the output of a quantum circuit,
scenarios have been considered in which after every gate a
measurement is performedwith some probability [10].Here,
we take a different perspective in which decoherence is
directly included in the channels describing the process.
In this paper, we consider a sequence of channels as a

trajectory of a dynamical system. Dynamical systems
theory is a rich field with seminal results such as the
Furstenberg-Kesten theorem [11] and the multiplicative
ergodic theorem of Oseledec [12]. By bridging quantum
information to the theory of dynamical systems, we address
the behavior of quantum channels in a very general setting
and in the presence of decoherence. We take the underlying
dynamical system and the sequence of channels to be
ergodic. Ergodicity allows for arbitrarily long-range
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correlations among the channels, including and vastly
generalizing the extreme cases of independently and
identically distributed (IID), as well as (time)-transla-
tional-invariant, channels (Fig. 1). Below, we give a more
formal definition.
We first present a general theorem for an ergodic

sequence of quantum channels (Theorem 1), which shows
that the composition of such channels converges exponen-
tially fast to a stochastic sequence of rank-one channels. A
corollary of this result is the well-known convergence in the
translation-invariant case to a fixed rank-one channel. We
then apply our theorem in a natural setting in which Kraus
operators [Bim

m in Eq. (2)] in each channel are IID random
Haar isometries, where by Haar isometry we mean a section
cut out of a unitary matrix that is uniformly drawn from the
space of all possible unitary matrices. We analyze the
asymptotics with respect to the environment or the system
or both tending to infinity and prove universal Gaussianity
in these limits.
In the past, “ergodic” quantum channels were consid-

ered, which, to the best of our knowledge, assumed special
subsets of possibilities considered herein. For example, a
channel is chosen at random from some ensemble and then
repeatedly applied [13]. In other work, time dynamics are
analyzed for a quantum system with repeated independ-
ently chosen random interactions with an environment [14],
and convergence results are obtained for the expected
behavior of a sequence of IID channels and their applica-
tions [15]. Other instances studied include certain random
independent channels and their compositions (e.g., from a
finite set of random isometries) [16,17]. See Ref. [18] for a
review. Our work considers a general ergodic sequence
and, we believe, serves as a vast generalization of the prior
work. We emphasize that this work allows for correlated
randomness or even pseudorandomness [19] generated by
quasiperiodic dynamics.
Interestingly, the formalism of quantum channels is

suited for the calculation of physically relevant quantities
such as expectation values of observables and correlation
functions of low-dimensional quantum systems. Such
quantum systems are best described by the density matrix

renormalization group (DMRG), whose natural represen-
tations are matrix product states (MPS).
Theorem 1 allows us to analyze the thermodynamic limit

of ergodic MPS. We derive formulas for the expectations of
a general observable and for the bipartite entanglement
entropy across an arbitrary cut. The second main result of
our paper is Theorem 2 on the exponential decay of two-
point functions for ergodic MPS.
Any MPS is a ground state of a nontrivial Hamiltonian.

Furthermore, MPS are the natural representation of states
obtained from DMRG.
The tensors in the MPS representation of the ground

state of any interacting Hamiltonian (any nontrivial
Hamiltonian) will be correlated. This result is so even if
the underlying Hamiltonian has random independent local
terms. In particular, a state obtained from a DMRG
procedure, say, the ground state of a 1D spin glass, will
be correlated yet fall within the class of ergodic MPS.
This work, to the best of our knowledge, is the first to

shed light on the structure of correlations for a large general
class of correlated MPS that one obtains using procedures
such as DMRG. This class includes MPS with IID local
tensors. However, as the above remarks show, IID local
tensors are mostly of theoretical interest, as correlations
inevitably arise in any realistic interacting system even if
the underlying Hamiltonian is fully disordered.
More broadly, it is important to explore the manifold of

non-translation-invariant MPS. The present work provides
a well-motivated path for further study of this line of
research.
Despite various efforts over about the past two decades,

previous results in the same vein as this paper were
obtained only for very special classes of aforementioned
quantum processes, with limited applicability to physically
realistic settings.
We achieve our results by bridging the mathematical

fields of dynamical systems and random matrix theory to
quantum information science. Roughly speaking, Theorem
1 can be seen as the “quantization” of classical results on
the convergence of Markov chains. The proof is based on
generalizations of the Perron-Frobenius theorem and of the
multiplicative ergodic theorem. The analysis of Haar
channels is enabled by the use of the Weingarten calculus,
with Gaussianity of the fluctuations established by verify-
ing Wick’s theorem. Full proofs and derivations are given
in the appendixes and in Ref. [20].
In Sec. II A, we detail further consequences of our

work for physics of matter, quantum information theory,
and MPS.

II. ERGODIC THEOREM FOR COMPOSITION
OF QUANTUM CHANNELS

A quantum channel is a completely positive and trace-
preserving linear map ϕ on the space of D ×D matrices:

FIG. 1. Venn diagram for distributions of possible ergodic
sequences of channels. Among the many subsets, three subsets
are shown and substantially enlarged for readability.
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ϕðρÞ ¼
Xd
i¼1

BiρBi†: ð1Þ

The total change to a quantum state is obtained by the
composition of suitably chosen such maps on the initial
state (i.e., density matrix ρ):

ϕn ∘ � � � ∘ ϕ0ðρÞ ¼
X

in;…;i0

Bin
n …Bi0

0 ρB
i0†
0 …Bin†

n : ð2Þ

We consider sequences ðϕ0;ϕ1;…Þ of channels drawn
from an ensemble which is ergodic with respect to the time

shift ðϕ0;ϕ1;…Þ↦T ðϕ1;ϕ2;…Þ. In statistical physics,
originating in the fundamental work of Boltzmann, the
ergodic hypothesis is traditionally understood as the equiv-
alence of time averages and ensemble averages [21]. Later,
the ergodic hypothesis was made more precise in math-
ematical physics culminating in the works of von Neumann
and Birkhoff [22]. In those works, it is recognized that the
ergodic hypothesis of Boltzmann is a consequence of the
ergodic nature of the underlying dynamics. Formally, a map
T on an ensemble is ergodic if it preserves probabilities and,
starting from a typical point, the dynamics T generates
covers the phase space with probability one (we recall the
precise mathematical definition in Appendix A).
In general, theremay be selection rules separating distinct

sectors of the Hilbert space in which the quantum state ρ
resides that do not mix under the evolution (i.e., application
of channels). Furthermore, there may be a subspace that is
transient for the evolution, such as the space of excited states
of a system forwhich the long-time evolution is described by
decay to agroundstate.The long-timebehaviorof the system
canbeunderstoodbyrestrictingattention toasingle selection
sector orthogonal to the transient subspace. Without loss of
generality,we can assume that our system (i) has no selection
rules—there are no (proper) subspaces invariant under the
evolution, because if there were such a subspace, we could
simply study each one separately—and (ii) has no transient
subspace, because if it does, then the systems eventually
leaves it with a probability arbitrary close to one.
Assumptions.—Mathematically, the only assumption we

need is that with probability one there exists an integer
N0 > 0 such that for all N > N0, the map
ϕN ∘ ϕN−1 ∘ � � � ∘ ϕ0 is strictly positive. This is implied
by the following more easily verifiable assumptions.
(1) For some n0,

Prob½ϕn0 ∘ � � � ∘ ϕ1 ∘ ϕ0 is strictly positive� > 0:

(2) With probability one, if, for some observableM ≥ 0,
we have tr½Mϕ0ðρÞ� ¼ 0 for all ρ, then M≡ 0.

Assumption 1 is a generalization to ergodic quantum
processes of the notion of irreducibility for a finite Markov

chains, for which the transition matrices can be analyzed by
the Perron-Frobenius theorem.
In the absence of selection rules (or upon reduction to an

appropriate selection sector), these assumptions are
expected to hold for any system interacting with an
environment at positive temperature (but would not hold
at zero temperature, where excited states are transient).
More generally, they should hold provided there is non-
negligible decoherence, leading to the possibility of a
transition between any two states of the system. Note that
the second assumption can alternatively be expressed as the
following condition on the dual channel: For a non-
negative observable M, if ϕ�

0ðMÞ ¼ 0, then M ¼ 0.
For each m; n ∈ Z with m < n, let the quantum channel

Ψn;m be Ψn;m ≡ ϕn ∘ � � � ∘ ϕm. Our main result is the
following theorem.
Theorem 1.—There exists 0 < μ < 1 and an ergodic

sequence of D ×D density matrices ð…; Zm; Zmþ1;…;
Zn; Znþ1;…Þ such that, given x ∈ Z, the following holds:

kΨn;mðρÞ − Znk ≤ Cxμ
n−m ð3Þ

for all m ≤ x, n ≥ x, and any density matrix ρ ∈ CD×D,
where Cx < ∞ almost surely. Furthermore, the matrices Zj

satisfy the shift equations

Zj ¼ ϕjðZj−1Þ: ð4Þ

The matrices Zj are analogous to the microstates of a
quantum system at equilibrium, and the recursion given by
Eq. (4) is the transition from one microstate to the next
dictated by the ergodic quantum process. The theorem
above proves that any initial state ρ, which may be far from
equilibrium, approaches equilibrium exponentially fast in
the following sense. The dynamical trajectory of any initial
state, after long enough evolution with respect to the
application of the ergodic sequence of the quantum
channels, becomes exponentially close to the trajectory
of the equilibrium microstates.
The parameter μ is a characteristic of a given ergodic

quantum process; it depends on the ensemble describing of
the process but is nonrandom in that it does not depend on
the specific realization of a sequence of channels from the
ensemble. The logarithm λ ¼ − log μ is a Lyapunov expo-
nent giving the inverse relaxation time of the process. The
prefactors Cx appearing in Eq. (3) are, on the other hand,
random (dependent on the specific realization) and as
indicated depend on the origin of time denoted by x.
A key point is that for n −m sufficiently large Ψn;m is

exponentially close to the replacement (rank-one) channel
Ψn;−∞ðρÞ ¼ Zntr½ρ� ¼ Zn. This result is largely a conse-
quence of non-negligible decoherence (assumption 1 above).
An important feature of this convergence is that,

although the distribution of Zn is fixed in time, the matrices
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Zn are random objects that fluctuate with respect to the time
step n.
By ergodicity, the distribution of Zn can be determined

from the frequency of occurrences in the trajectory
Zn; Znþ1;…. A trivial example is furnished by the IID
rank-one channels ϕj:

ϕjðρÞ ¼
�
ρ0 tr½ρ� with probability 1=2;

ρ1 tr½ρ� with probability 1=2;

with two distinct density matrices ρ0 and ρ1. In this case,
each Zn has the distribution

Prob½Zn ¼ ρ0� ¼ Prob½Zn ¼ ρ1� ¼
1

2
;

and the individual trajectories fluctuate randomly
between the two values ρ0 and ρ1, each occurring with
frequency 1=2.
To fully characterize the statistical equilibrium described

by the process …; Zj;…, we need to solve the recursion in
Eq. (4). This solution depends on the specification of the
channels. To demonstrate the theory, we consider two
natural extreme cases of an ergodic sequence of channels.
First, we take the translationally invariant channels in
which every channel in the sequence is equal. We then
consider the other extreme in which the Bik

k in Eq. (2) are
blocks of IID Haar unitaries.

A. Physical consequences

We have quantifiable bounds and theorems that, to the
best of our knowledge, for the first time apply to correlated
quantum processes and to the ground states of interacting
quantum matter (see Secs. I and IV). Any realistic physical
process inevitably has temporal correlations, which is so
even if the underlying process is Markovian, for which two
subsequent times are correlated. We emphasize that corre-
lated channels naturally arise in the study of nontrivial
systems, such as interacting quantum many-body systems
(see Secs. I and IV). Therefore, an IID assumption is of
purely theoretical interest. This work, however, applies to a
vast class of physically realistic quantum processes.
Three physical corollaries to our theorem are as follows.

(a) Nonequilibrium phases of matter that are engineered
by time-periodic driven Hamiltonians, such as in
Floquet systems [23–25], must be metastable when
interactions with an environment in positive temper-
ature are non-negligible (equivalent of the assumption
above). Therefore, generically any experimentally
viable Floquet phase can only be metastable.

(b) These channels become trivial as far as their informa-
tion content is concerned. In fact, since the channels
are asymptotically replacement channels, the process
cannot even convey classical information. This con-
straint can be seen intuitively by the fact that a unique

fixed point is reached irrespective of the input initial
quantum state. We emphasize that channels may be
highly correlated; this possibility holds even in the
time-translation-invariant case. For example, in near-
term quantum computing with noisy random circuits
[9,26,27], in the limit of large depth, all initial memory
of the state is lost and a unique final state results.

(c) A constant gap implies an exponential decay of corre-
lations [28,29] and in one dimension an area law for
entanglement entropy [30]. Later, Brandão and
Horodecki [31] proved that in one dimension exponen-
tial decay of correlations implies an area law. Below in
Sec. IV, we prove a partial converse, which says that
finitely correlated states with an ergodicMPS represen-
tation have an exponential decay of correlation.

III. APPLICATIONS

In the translationally invariant case, the channels are the
same, ϕj ¼ ϕ0 for all j, and assumption 1 reduces to
the requirement that ϕn0

0 be strictly positive for some n0.
The resulting sequence Zj given by Theorem 2 is also
translation invariant, Zj ¼ Z0. Indeed, in this case, one may
easily show that Z0 is the unique eigenmatrix of ϕ0 with
eigenvalue 1, and all other eigenvalues of ϕ0 have modulus
smaller than 1 − μ. Equation (3) shows the exponentially
fast convergence of the density matrix to the state Z0 under
repeated application of the channel ϕ0. That is, starting
from any density matrix, repeated application of the
channel derives the system exponentially fast toward the
equilibrium state Z0.
In general, Zj is not an eigenmatrix of ϕj; rather, these

matrices obey Eq. (4). Since Zj−1 and Zj are drawn from
the same probability distribution, Eq. (4) implies a fixed
point equation for the distribution of Zj. For general
ergodic channels, the precise form of the fixed point
equation depends on the correlations between the channels.
For IID channels, the fixed point equation takes a particu-
larly simple form whose solution can be determined by the
method of moments (see Appendix B).
To illustrate this implication in a natural example, con-

sider the other extreme and take the sequence of channels
ϕjðρÞ ¼ trr½Ujρ ⊗ QrU

†
j �, where Qr is a pure state (rank-

one projection) in Cr×r, which we think of as the environ-
ment, and ρ ∈ CD×D is the initial state of the system.
OperatorsUj are a sequence of independentHaar distributed
Dr ×Dr dimensional unitaries. Random Haar channels are
the archetypes of generic quantum channels. Properties of a
single random channel of this type are considered in
Ref. [32]. Here, we consider an ergodic process obtained
from an IID sequence of such channels.
We show that the average of the equilibrium matrices Zj

is the totally mixed state (see Appendix B)

EfZjg ¼ D−1ID: ð5Þ
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Furthermore, using the Weingarten calculus [16,33], we
show that fluctuations around the average are given by

Zj ¼ D−1ID þ ð1þ rD2Þ−1=2Wj; ð6Þ

where tr½Wj� ¼ 0 and. in the limit that D → ∞ or r → ∞
(or both), Wj has a Gaussian distribution on the space of
D ×D matrices:

Prob½Wj ¼ W� ¼ 1

ΞD
e−D=2tr½W2�δðtr½W�ÞdW; ð7Þ

where ΞD is a D-dependent normalization (see
Appendix B). As a result, for large D the eigenvalues of
Zj are distributed according to Wigner’s semicircle law:

trfðZjÞ ≈
2D
π

Z
1

−1
dt

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p
f

�
1

D
þ Lt

�

with L ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ rD2

p
. This distribution allows analytical

computation of spectral properties of Zj. For example, the
von Neumann entropy of Zj is SðZjÞ ≈ −tr½Zj logZj�,
which is given by

SðZjÞ ≈ −
2

π

Z
1

−1
dt

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p
ð1þDLtÞ log

�
1

D
þ Lt

�
:

This expression for large D is approximately

logD −
2

π

Z
1

−1
dt

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p �
1þ tffiffiffi

r
p

�
log

�
1þ tffiffiffi

r
p

�
;

and for large D and r the limiting expression is

SðZjÞ ≈ logD −
1

8r
þOðr−2Þ: ð8Þ

The entropy deviates by at most an order one quantity from
the maximal value logD that is attained for a maximally
mixed state.

IV. MATRIX PRODUCT STATES

MPS and their generalizations [34–37] provide efficient
representations of quantum states by which classical
simulation of quantum many-body systems becomes viable
and are the natural representation of the density matrix
renormalization group [38] and its tensor network gener-
alizations. Applications range from efficient calculation of
the ground state properties of quantum matter [39] to the
outputs of quantum circuits [36]. They provide the tools for
proving the existence of satisfying assignments in quantum
satisfiability [40] and the area law [30]. Random MPS are
the candidate boundary states for recent theoretical pro-
posals of the theory of quantum gravity [3].

For the sake of concreteness, let us introduce the
(one-dimensional) MPS on 2N þ 1 qudits, denoting
⃗i ¼ fi−N; i−Nþ1…; iN−1; iNg:

jψðNÞi ¼ 1

N

Xd
⃗i¼1

tr½Ai−N
−N…AiN

N �ji−N;…; iNi; ð9Þ

where ik’s are the physical indices, d is the local (physical)
dimension of the Hilbert space, Aik

k ’s are D ×D × d
tensors, and D is the bond dimension [34].
So far, rigorous results on generic MPS and their

generalizations mainly focus on the translational-invariant
case, where all the tensors in Eq. (9) are equal [31,41].
Other works focus on statistics of random MPS [42]. Here,
we consider the general case in which translational invari-
ance is relaxed. The most meaningful extensions pertaining
to states of disordered systems and outputs of random
quantum circuits require that the tensors are drawn only
from a distribution. For example, if a Hamiltonian has local
terms that are ergodic, then one expects the MPS repre-
sentation of the states also to be ergodic. A similar
statement is expected for the output state of a quantum
circuit if the action of the circuit on the qubits is shift
invariant.
Expectations in the MPS state jψðNÞi can be related to a

generalized quantum process ϕmðMÞ ¼ P
d
i¼1 A

i†
mMAi

m,
m ∈ Z. The linear maps ϕm are analogous to ϕi in
Eq. (1), with Bi ¼ Ai†

m . However, they may not be quantum
channels; although they are completely positive, they need
not be trace preserving.
A preliminary observation is that the normalization

constant N 2 ¼ P⃗
i jtr½AiN

−N…AiN
N �j2 in Eq. (9) can be

expressed as follows:

N 2 ¼
XD
α;β¼1

hαj½ϕN ∘ � � � ∘ ϕ−NðjαihβjÞ�jβi;

where jαi, α ¼ 1;…; D, are the elements of the computa-
tional basis on CD. The operators jαihβj, α; β ¼ 1;…; D,
form a basis for the space ofD ×Dmatrices, allowing us to
write the above identity as

N 2 ¼ Tr½ϕN ∘ � � � ∘ ϕ−N �; ð10Þ

where Tr denotes the trace of a superoperator, defined
as Tr½Φ� ¼ P

α;β tr½jβihαjΦðjαihβjÞ�.
There is a similar expression for the expectation of a

local observable in the MPS state jψðNÞi. A local observ-
able O on the spins in ½m; n� is a linear operator on
⊗n

j¼m Cd. Following the computation leading to Eq. (10),
one may easily verify that the expectation of such an
observable in the state jψðNÞi is given by the expression
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hψðNÞjOjψðNÞi

¼ Tr½ϕN ∘ � � � ∘ ϕnþ1 ∘ Ô ∘ ϕm−1 ∘ � � � ∘ ϕ−N �
Tr½ϕN ∘ � � � ∘ ϕ−N �

; ð11Þ

where Ô is the following superoperator:

ÔðMÞ ¼
Xd
⃗i;j⃗¼1

½him;…; injOjjm;…; jni

× Ain†
n …Aim†

m MAjm
m …Ajn

n �: ð12Þ
In Theorem A.4 in Appendix A, we state and prove a

generalization of Theorem 2 to non-trace-preserving quan-
tum operations ϕm provided they satisfy ϕmðMÞ ¼ 0 for
M ≥ 0 if and only if M ¼ 0 in addition to the above
assumptions. The main new feature of the generalization is
an ergodic analog of the left eigenvector of a channel,
namely, a sequence Z0

j satisfying

Z0
j ¼

ϕ�
jðZ0

jþ1Þ
tr½ϕ�

jðZ0
jþ1Þ�

:

In the trace-invariant case, Z0
j is the maximally mixed state

for all j. Also, the shift equation (4) is replaced by
Zj ¼ fϕjðZj−1Þ=tr½ϕjðZj−1Þ�g, ensuring that the matrices
Zj have trace 1.
Using this result, we can directly calculate the thermo-

dynamic limit of the expectation value of an observable
with respect to an MPS [Eq. (9)]:

WðOÞ≡ lim
N→∞

hψðNÞjOjψðNÞi

¼ tr½Z0
nþ1ÔðZm−1Þ�

tr½Z0
nþ1ϕn ∘ � � � ∘ ϕmðZm−1Þ�

: ð13Þ

Furthermore, the entanglement spectrum of a bipartite
partition of the infinite chain across the bond j ∼ jþ 1,
i.e., the spectrum of the reduced density matrix for one-half
of the chain, corresponds to the eigenvalues of Rj ¼
ZjZ0

jþ1=tr½ZjZ0
jþ1� (see Appendix C). For instance, the

bipartite von Neumann entanglement entropy is

SðjÞ ¼ −tr½Rj logRj�: ð14Þ
Since Zj and Z0

jþ1 are positive, Rj is similar to a positive
matrix and logRj is well defined.
Turning our attention to correlation functions, let O1 and

O2 be local observables supported at (or near) the site
x ¼ 0. Let O1ðxÞ and O2ðxÞ denote the corresponding
observables translated to have support at a general site x.
We have the following.
Theorem 2 [20].—There exists 0 < μ < 1 such that,

given local observables O1 and O2, the following corre-
lation inequality holds:

jW½O1ðxÞO2ðxþ lÞ� −W½O1ðxÞ�W½O2ðxþ lÞ�j ≤ Cμjlj

with C < ∞ almost surely depending on μ, x, O1, and O2.
In words, the two-point correlation function between

local observables decays exponentially with the distance
between their supports.
To the best of our knowledge, previous rigorous

results considered only translationally invariant MPS.
Equations (13) and (14) and Theorem 1 generalize these
to the much larger class of MPS generated by ergodic
sequences of matrices. In the translationally invariant case
ϕ0 ¼ ϕm, the sequences Zn and Z0

m are constant; i.e.,
Znþ1 ¼ Zn and Z0

m ¼ Z0
mþ1 for all n, m. Equation (13)

reduces to

WðOÞ ¼ tr½Z0
0ÔðZ0Þ�

tr½Z0
0ϕ

n−m
0 ðZ0Þ�

;

the entropy SðjÞ is independent of j, and the correlation
bound in Theorem 1 is independent of x.

V. CONCLUDING REMARKS

In this paper, we present rigorous results on ergodic
sequences of quantum channels with non-negligible
decoherence. We show that, for an arbitrary initial density
matrix, the state of the system subjected to such a sequence
of channels converges exponential fast to an ergodic
sequence of strictly positive density matrices. The ergodic
framework of our results allows for noise models that are
arbitrarily correlated.
In the second part, we prove results on the expectation

values and two-point correlation functions of ergodic
matrix product state. In particular, we rigorously show
that the latter decays exponentially with the distance
between the local observables.
Following the implications outlined in Sec. II A, we

envision that these results could further pave the way for
quantum computation by dissipation, shed light on the
stability of nonequilibrium quantum phases of matter, and
better characterize the output of random circuits in con-
nection to near-term noisy quantum computers.
From a mathematical perspective, our result about MPS

can be understood as describing correlations in the class of
purely generated, ergodic, finitely correlated states, which
generalizes the translation-invariant states considered in
Ref. [43]. It would be of considerable interest to develop
this theory further by extending it to ergodic, finitely
correlated states over general C� algebras.
For these and other applications, it would be of technical

interest to obtain asymptotics for the convergence factor μ
and the prefactor C in Theorems 2 and 1 with respect to the
system size of channels and bond dimension of MPS,
respectively. In the context of MPS, quantitative control on
the convergence factor could make it possible to consider
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states with varying bond dimension as the system size
increases.
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APPENDIXES

We first lay out the basic notation and aspects of ergodic
theory needed for our work. We then state the theorems.
Although some of the proofs are to be found in Ref. [20],
we outline the proof ideas. We then detail the calculations
for independently and identically distributed random Haar
channels and take the various asymptotic limits with respect
to the system size and/or the environment. These prove
Eqs. (5)–(10) of the main text. Lastly, the derivation of
bipartite entanglement entropy [Eq. (17) in the main text]
is given.

APPENDIX A: FORMAL STATEMENT
OF THE ERGODIC THEOREM

In this section, we state a result (Theorem A.3) that
implies Theorem 1 in the main text. A sketch of the proof of
Theorem A.3 is given. The full proof of this result is
in Ref. [20].
To proceed, we need to introduce some basic notation

and ideas. Let MD denote the set of D ×D complex
matrices. We primarily use the trace norm on MD:

kMk1 ¼ tr½jMj�:

Recall that jMj ¼
ffiffiffiffiffiffiffiffiffiffiffi
M†M

p
, where

ffiffi
·

p
denotes the operator

square root. We also introduce the Hilbert-Schmidt inner
product hM̃Mi ¼ tr½M̃†M� and norm

kMk22 ¼ hMMi ¼ tr½M†M�:

Recall that a cone in a vector space is a set that is closed
under addition and multiplication by positive scalars. Let Ē
denote the closed cone:

Ē ¼ fpositive semidefiniteD ×Dmatrices:g

The interior of Ē is

E ¼ fpositive definiteD ×Dmatricesg;

which is an open cone.

LetLðMDÞ denote the set of linear maps fromMD toMD.
Given ϕ ∈ LðMDÞ, the adjoint ϕ� is defined by

tr½M̃†ϕðMÞ� ¼ tr½½ϕ�ðM̃Þ�†M�:

A map ϕ ∈ LðMDÞ is positive provided ϕðMÞ ∈ Ē when-
ever M ∈ Ē. If, in addition, ϕðMÞ ∈ E whenever M ∈ Ē,
then we say that ϕ is strictly positive. A completely positive
map is one such that ϕ ⊗ IN×N∶MD ⊗ MN → MD ⊗ MN
is positive for every N, where IN denotes the identity map
on MN . Kraus’s theorem [1] states that ϕ is completely
positive if and only if ϕðMÞ ¼ P

d
i¼1 B

iMBi† for some
collection of matrices Bi, i ¼ 1;…; d. A map ϕ is trace
preserving if tr½ϕðMÞ� ¼ tr½M� for all M; equivalently,
ϕ�ðIÞ ¼ I. A quantum channel is a completely positive
trace-preserving map.
Let ðΩ;F ; ProbÞ be a probability space with T∶Ω → Ω

an invertible and ergodic map. Recall that T is ergodic
provided it is probability preserving and Prob½A� ¼ 0 or 1
for any event A with T−1ðAÞ ¼ A. Starting from a given
completely positive map valued random variable, ϕ0∶Ω →
fcompletely positive mapsg, we consider the sequence of
maps defined by evaluating ϕ0 along the trajectories of T:

ϕn;ω ¼ ϕ0;Tnω: ðA1Þ

We follow the usual convention in probability theory and
suppress the independent variable ω ∈ Ω in most formulas;
when it is needed—as in Eq. (A1)—we use a subscript to
denote the value of a random variable at a particular ω ∈ Ω.
Our main focus here is to study the action of the
composition ϕn ∘ ϕn−1 ∘ � � � ∘ ϕ0 of a long sequence of
these maps. To obtain convergence, we require several
assumptions. The first assumption is assumption 1 of the
main text, restated here for the reader’s convenience.
Assumption A.1.—For some n0 > 0,

Prob½ϕn0 ∘ � � � ∘ ϕ0 is strictly positive� > 0:

Remark.—A map ϕ is strictly positive if and only if
ϕ� is strictly positive. Indeed, if ϕ is strictly positive and
M ∈ Ē, we have tr½ϕ�ðMÞM0� ¼ tr½MϕðM0Þ� > 0 for any
M0 ∈ Ē, as ϕðM0Þ > 0. Thus, ϕ�ðMÞ is strictly positive.
Thus, assumption A.1 implies that ϕ�

0 ∘ � � � ∘ ϕ�
n0 is strictly

positive with positive probability.
The second assumption, which for quantum channels is

equivalent to assumption 2 of the main text, is the
following.
Assumption A.2.—With probability one, ker ϕ0 ∩ Ē ¼

kerϕ�
0 ∩ Ē ¼ f0g. That is, if ϕ0ðMÞ ¼ 0 or ϕ�

0ðMÞ ¼ 0

with M ∈ Ē, then M ¼ 0.
Remark.—If ϕ0 is a quantum channel, then tr½ϕ0ðMÞ� ¼

tr½M� for any M, so kerϕ0 ∩ Ē ¼ 0. Thus, for quantum
channels, assumption 2 is equivalent to the equality
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kerϕ�
0 ∩ Ē ¼ f0g (assumption 2 of the main text). On the

other hand, this identity is a nontrivial assumption for
quantum channels. For example, if ϕðMÞ ¼ PMPþ SMS†

with P a projection onto a subspace of dimension D=2 and
S a partial isometry from I − P to P, then ϕ is a channel
but ϕ�ðI − PÞ ¼ 0.
Given n ∈ Z, let

Φn ¼
8<
:

ϕn ∘ � � � ∘ ϕ0 if n > 0;

ϕ0 if n ¼ 0;

ϕ0 ∘ � � � ∘ ϕn if n < 0:

By assumption A.1, the maps Φn preserve the cone E. In
1948, Krein and Rutman [44] derived a generalization of the
classical Perron-Frobenius theorem to the context of linear
maps preserving a convex cone. Evans and Høegh-Krohn
[45] apply this result to obtain results for positive maps on
LðMDÞ. It follows fromTheorem 2.3 in Ref. [45] that ifΦn is
strictly positive, then there is a unique (up to scaling) strictly
positive matrixRn such thatΦnðRnÞ ¼ λnRn, where λn is the
spectral radius of Φn. Recall that the spectral radius is the
maximum magnitude of all eigenvalues. Similarly, there is a
unique (up to scaling) strictly positive matrix Ln such
that Φ�

nðLnÞ ¼ λnLn. We normalize Rn and Ln so that
tr½Rn� ¼ tr½Ln� ¼ 1.
Our main technical result is that Ln converges as n → ∞,

while Rn converges as n → −∞. This result generalizes a
theorem of Hennion on the Perron-Frobenius eigenvectors
of products of positive matrices [46].
Theorem A.3 [20].—The limits limn→−∞ Rn ¼ Z0 and

limn→∞ Ln ¼ Z0
0 exist almost surely and define random

matrices Z0 and Z0
0 that fall in E with probability one.

Furthermore, if we set Zn ¼ Z0;Tnω and Z0
n ¼ Z0

0;Tnω, then

Zn ¼ ϕn · Zn−1 and Z0
n ¼ ϕ�

n · Z0
nþ1;

where · denotes the projective action of a positive map on
the strictly positive D ×D matrices of trace 1:

ϕn ·M ≡ 1

tr½ϕnðMÞ�ϕnðMÞ:

Remark.—If the maps ϕn are quantum channels, then
Ln ¼ ð1=DÞID, so Z0

n ¼ ð1=DÞID for all n.
Given m < n, let Pn;m denote the rank-one operator

Pn;mðMÞ ¼ tr½Z0
mM�Zn:

For n −m large, the operator ϕn ∘ � � � ∘ ϕm is well approxi-
mated by Pn;m. To formulate this result precisely, we
introduce the following norm for a linear map:

kΦk1 ¼ maxftr½jΦðMÞj�jtr½jMj� ¼ 1g:

Theorem 2 of the main text is equivalent to the following.

Theorem A.4 [20].—Given m < n in Z, let Ψn;m ¼
ϕn ∘ � � �ϕm. There is 0 < μ < 1 so that, given x ∈ Z,
the following bound holds:

���� 1

tr½Ψ�
n;mðIDÞ�

Ψn;m − Pn;m

����
1

≤ Cμ;xμ
n−m

for all m ≤ x and n ≥ x, with Cμ;x ¼ Cμ;x;ω finite almost
surely.

1. Sketch of the proofs

The key to proving Theorem A.3 is to show the existence
of the limits limn→−∞ Rn ¼ Z0 and limn→∞ Ln ¼ Z0

0. More
generally, we show that

lim
n→−∞

Φn · Yn and lim
n→−∞

Φ�
n · Yn ðA2Þ

exist for any sequence Yn of density matrices, and the limits
are independent of the choice of the particular sequence.
Indeed, once these limits are known, for any n one takes
Zn ¼ Z0;Tnω and Z0

n ¼ Z0
0;Tnω to obtain the full ergodic

sequence. Since Φn · Rn ¼ Rn, it follows that

Z0 ¼ lim
n→−∞

Rn ¼ lim
n→−∞

Φn · Rn ¼ ϕ0 · ð lim
n→−∞

Φnþ1;T−1ω · RnÞ
¼ ϕ0 · Z−1:

Similarly, Φ�
n · Ln ¼ Ln, and we find that

Z0
0¼ lim

n→∞
Ln¼ lim

n→∞
Φ�

n ·Ln¼ϕ�
0 ·ð limn→∞

Φn−1;Tω ·LnÞ¼ϕ�
0 ·Z

0
1:

The key to proving the existence of the limits in Eq. (A2)
is to prove that Φn is exponentially contractive with respect
to a suitable metric dðY1; Y2Þ on the space of density
matrices:

lim
n→∞

1

n
log ½dðΦn · Y1;Φn · Y2Þ� ¼ log μ < 0: ðA3Þ

The existence of the limit in Eq. (A3) is guaranteed by
Kingman’s subadditve ergodic theorem [47]. A pivotal
estimate in this context is the following:

dðϕ · X;ϕ · YÞ ≤ cðϕÞdðX; YÞ; ðA4Þ

where cðϕÞ ≤ 1 is a quantity that depends on the particular
completely positive map ϕ. The subadditivity needed for
the application of Kingman’s theorem is provided by the
inequality

cðϕ ∘ ψÞ ≤ cðϕÞcðψÞ; ðA5Þ

which follows if we take cðϕÞ to be the smallest number
such that Eq. (A4) holds. To obtain Eqs. (A4) and (A5) and
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to prove that the right-hand side of Eq. (A3) is less than
zero, it is convenient to work with the specialized metric

dðY1; Y2Þ ¼
1 −mðY1; Y2ÞmðY2; Y1Þ
1þmðY1; Y2ÞmðY2; Y2Þ

;

where mðY1; Y2Þ ¼ maxfλ ∈ RjλY2 ≤ Y1g. Although this
metric is more convenient for the arguments, we show that it
is equivalent to the trace-norm metric for strictly positive
densitymatrices. Since theΦn are ultimately strictly positive
by assumption 1 of the main text, the estimates obtained, in
fact, hold in the trace norm. For details, see Ref. [20].

APPENDIX B: INDEPENDENTLY AND
IDENTICALLY DISTRIBUTED RANDOM

HAAR CHANNELS

The results so far are purely existential; for a particular
ergodic sequence of channels, one wishes to know the
statistical properties of Z0. To this end, we explicitly
calculate them for two canonical examples. The first is
for channels that are translation invariant which was
detailed in the main text. The second class corresponds
to the Kraus operators being IID Haar isometries (sections
of independent Haar random unitary). The calculation of
the latter case is the subject of this section.
Let Uj, j ∈ Z, be an IID sequence of Haar distributed

L × L unitary matrices, with L ¼ rD, where one may think
of r and D as the size of the environment and system,
respectively. Consider the channels ϕj ∈ LðMDÞ given by
ϕjðMÞ ¼ trr½UjðM ⊗ QrÞU†

j �, where Qr is the r × r rank-
one projector Qr ≡ je1ihe1j with je1i ¼ ð1; 0;…; 0ÞT and
trr denotes the partial trace from ML → MD. Note that the
partial trace is the adjoint (with respect to the Hilbert-
Schmidt inner product) of the map M ↦ M ⊗ Ir. The
channel ϕj can be expressed in the Kraus form as

ϕjðMÞ ¼
Xr
k¼1

Uj;kMU†
j;k;

where the matrices Uj;k are D ×D blocks of Uj:

Uj ¼

0
BBBBBB@

Uj;1 � � � � � �

Uj;2
. .
.

..

. . .
.

Uj;r � � � � � �

1
CCCCCCA
:

It is easy to see that this particular sequence of channels
satisfies assumptions 1 and 2. In fact, each ϕj is itself
strictly positive with probability one. Thus, Theorem 1
applies, and the resulting stationary sequence Zj, j ∈ Z,
satisfies the shift equation [Eq. (4) of the main text]

Zj ¼ trr½UjðZj−1 ⊗ QrÞU†
j �: ðB1Þ

We study the distribution of Zj by the method of
moments. As such, we are interested in computing the
expectation EfZ⊗n

j g, where Z⊗n
j ¼ Zj ⊗ � � � ⊗ Zj with n

factors of Zj. From EfZ⊗n
j g, we can compute the expect-

ation of any multilinear form
Q

n
l¼1 tr½MlZj�, via the

identity:

Yn
l¼1

tr½MlZj� ¼ tr½ðM1 ⊗ � � � ⊗ MnÞZ⊗n
j �:

We begin computing the expectation for n ¼ 1, which is
the first moment EfZjg. The key identity here is

Z
UðLÞ

Uðα; βÞU†ðβ0; α0ÞdU ¼ 1

L
δα

0
α δ

β0
β : ðB2Þ

In terms of matrices, this identity can be expressed as

Z
UðLÞ

UMU†dU ¼ tr½M� 1
L
IL;

for an arbitrary M ∈ CL×L. By Eq. (B1), the conditional
expectation of Zj given Uk for k ≠ j satisfies

EfZjjUk; k ≠ jg ¼ trr

�Z
UðLÞ

UðZj−1 ⊗ QrÞU†dU

�

¼ tr½Zj−1 ⊗ Qr�
1

L
trr½IL� ¼

1

D
ID;

since tr½Zj−1 ⊗ Qr� ¼ tr½Zj−1� ¼ 1 and trr½IL� ¼ rID.
Averaging over all Uk for k ≠ j, we see that

EfZjg ¼ 1

D
ID;

which is Eq. (7) in the main text. This result essentially
proves that the expectation of ϕj is the completely
depolarizing channel.
We turn now to the computation of EfZ⊗2

j g. The key is a
generalization of Eq. (B2):

Z
UðLÞ

Uðα1; β1ÞUðα2; β2ÞU†ðβ01; α01ÞU†ðβ02; α02ÞdU

¼ Wg½ð1; 1Þ; L�ðδα01α1δβ
0
1

β1
δ
α0
2

α2δ
β0
2

β2
þ δ

α0
2

α1δ
β0
2

β1
δ
α0
1

α2δ
β0
1

β2
Þ

þWg½ð2Þ; L�ðδα01α1δβ
0
2

β1
δ
α0
2

α2δ
β0
1

β2
þ δ

α0
2

α1δ
β0
1

β1
δ
α0
1

α2δ
β0
2

β2
Þ; ðB3Þ

where Wg½ð1; 1Þ; L� ¼ ð1=L2 − 1Þ and Wg½ð2Þ; L� ¼
−½1=LðL2 − 1Þ� are Weingarten functions (see Ref. [33]).
In terms of tensors, Eq. (B3) can be expressed as follows:
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Z
UðLÞ

ðU ⊗ UÞMðU† ⊗ U†ÞdU

¼ 1

L2 − 1
ðtr½M�Eð1;1Þ

L þ tr½Eð2Þ
L M�Eð2Þ

L Þ

−
1

LðL2 − 1Þ ðtr½M�Eð2Þ
L þ tr½Eð2Þ

L M�Eð1;1Þ
L Þ;

where M is an arbitrary element of ML ⊗ ML, E
ð1;1Þ
L ¼

IL ⊗ IL is the identity, and Eð2Þ
L denotes the exchange, or

SWAP, operator: Eð2Þ
L ðv ⊗ wÞ ¼ w ⊗ v.

Applying Eqs. (B1) and (B3) to Z⊗2
j ¼ Zj ⊗ Zj, we

find that

EfZ⊗2
j jUk; k ≠ jg ¼ 1

L2 − 1
ftr½ðZj−1 ⊗ QrÞ⊗2�tr⊗2

r ½Eð1;1Þ
L � þ tr½Eð2Þ

L ðZj−1 ⊗ QrÞ⊗2�tr⊗2
r ½Eð2Þ

L �g

−
1

LðL2 − 1Þ ftr½E
ð2Þ
L ðZj−1 ⊗ QrÞ⊗2�tr⊗2

r ½Eð2Þ
L � þ tr½ðZj−1 ⊗ QrÞ⊗2�tr⊗2

r ½Eð1;1Þ
L �g;

where we introduce the notation

tr⊗2
r ½M1 ⊗ M2� ¼ trr½M1� ⊗ trr½M2�;

extended by linearity to all of ML ⊗ ML.
Now

tr½ðZj−1 ⊗ QrÞ⊗2� ¼ ðtr½Zj−1 ⊗ Qr�Þ2 ¼ 1

and

tr⊗2
r ½Eð11Þ

L � ¼ trr½IL� ⊗ trr½IL� ¼ r2ID ⊗ ID ¼ r2Eð1;1Þ
D :

For the factors involving Eð2Þ
L , we use the identity

tr½M1M2� ¼ tr½Eð2Þ
L M1 ⊗ M2�: ðB4Þ

Thus,

tr½Eð2Þ
L ðZj−1 ⊗ QrÞ⊗2� ¼ tr½ðZj−1 ⊗ QrÞ2� ¼ tr½Z2

j−1�

and tr⊗2
r ½Eð2Þ

L � ¼ rEð2Þ
D . It follows that

EfZ⊗2
j jUk; k ≠ jg ¼ 1

LðL2 − 1Þ fðL − tr½Z2
j−1�Þr2Eð1;1Þ

D

þ ðLtr½Z2
j−1� − 1ÞrEð2Þ

D g:

Averaging over Uk, we obtain

EfZ⊗2
j g¼ 1

LðL2−1Þ½ðL−mð2ÞÞr2Eð1;1Þ
D þðLmð2Þ−1ÞrEð2Þ

D �;

ðB5Þ

where

mð2Þ ≡ Eftr½Z2
j−1�jg ¼ Eftr½Z2

j �g;

since Zj−1 and Zj are equidistributed.

To complete the calculation of EfZ⊗2
j g, we need to

computemð2Þ. Note thatmð2Þ ¼Eftr½Eð2Þ
D Z⊗2

j �g by Eq. (B4).
Since

Eð2Þ
D Eð1;1Þ

D ¼ Eð2Þ
D and Eð2Þ

D Eð2Þ
D ¼ Eð1;1Þ

D ;

it follows that

mð2Þ ¼
1

LðL2 − 1Þ ½ðL −mð2ÞÞr2Dþ ðLmð2Þ − 1ÞrD2�:

Solving for mð2Þ, we find that

mð2Þ ¼
ðrþ 1ÞD
rD2 þ 1

:

Plugging this result into Eq. (B5), we obtain

EfZ⊗2
j g ¼ 1

rD2 þ 1

�
rEð1;1Þ

D þ 1

D
Eð2Þ
D

�
:

The variance of Zj can now be expressed as

EfZ⊗2
j g−EfZjg⊗EfZjg¼

1

rD2þ1

�
1

D
Eð2Þ
D −

1

D2
Eð1;1Þ
D

�
:

Note that tr½ð1=DÞEð2Þ
D � ¼ tr½ð1=DÞEð1;1Þ

D � ¼ 1. Thus, the
prefactor ðrD2 þ 1Þ−1 sets the scale for the fluctuations

around the mean EfZjg ¼ ð1=DÞEð1;1Þ
D . To proceed, we

introduce the notation Wj for the rescaled deviation of Zj

from the mean:

Wj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rD2 þ 1

p �
Zj −

1

D
ID

�
: ðB6Þ

Thus,
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EfWjg ¼ 0 and EfW⊗2
j g ¼ 1

D
Eð2Þ
D −

1

D2
Eð1;1Þ
D : ðB7Þ

Our goal is to show that Wj is asymptotically Gaussian,

with covariance ð1=DÞEð2Þ
D − ð1=DÞEð1;1Þ

D . In other words,
the distribution of Wj is given by a traceless version of the
Gaussian unitary ensemble [see Eq. (7)]. To obtain this
result, we verify that Wj asymptotically satisfies Wick’s
theorem.
Turning now to the computation of the nth moment for

general n, we define RðnÞ ¼ EfW⊗n
j g. By the shift invari-

ance property, the right-hand side is independent of j, and
using Eq. (B1) we see that

RðnÞ ¼ ðrD2 þ 1Þn=2

× E

��
trr½UjZj−1 ⊗ QrU

†
j � −

1

D
ID

�
⊗n

	
: ðB8Þ

Because

trr½UjZj−1 ⊗ QrU
†
j � −

1

D
ID

¼ trr

�
Uj

�
Zj−1 ⊗ Qr −

1

L
IL

�
U†

j

�
;

we have

�
trr½UjZj−1 ⊗ QrU

†
j � −

1

D
ID

�
⊗n

¼ tr⊗n
r

�
U⊗n

j

�
Zj−1 ⊗ Qr −

1

L
IL

�
⊗n

U†⊗n
j

�
:

There is a generalization of Eq. (B3) to higher-order
products (see Ref. [33]). In terms of tensors, this gener-
alization can be written as

Z
UðLÞ

U⊗nMU†⊗ndU¼
X
σ;τ∈Sn

Wgðτσ;LÞtr½Pτ
LM�Pσ

L; ðB9Þ

where Wg denotes the Weingarten function (see Ref. [33]),
Sn is the permutation group on f1;…; ng, and for vk ∈ CL

the operator Pα
L has the action

Pα
Lðv1⊗ � ��⊗vj⊗ � ��⊗vnÞ¼vαð1Þ⊗ � � �⊗vαðjÞ⊗ � ��vαðnÞ:

Applying Eq. (B9) to the average over Uj in Eq. (B8)
results in the following expression for RðnÞ:

RðnÞ ¼ ðrD2 þ 1Þn=2
X
σ∈Sn

�X
τ∈Sn

Wgðτσ; LÞE
�
tr

�
Pτ
L

�
Zj−1 ⊗ Qr −

1

L
IL

�
⊗n

�	�
tr⊗n
r ½Pσ

L�: ðB10Þ

The Weingarten function Wgðα; LÞ depends only on the
conjugacy class of the permutation α: Wgðτατ−1; LÞ ¼
Wgðα; LÞ (see Ref. [33]). Furthermore, tr½Pτ

LM
⊗n� depends

only on the conjugacy class of τ, as we now show.
The conjugacy classes of Sn are labeled by m-tuples
c⃗ ¼ ðc1; c2…; cmÞ with c1 ≥ c2 ≥ � � � ≥ cm ≥ 1 andP

j cj ¼ n. A permutation in the class ðc1; c2…; cmÞ is
given by
(1) a partition of f1;…; ng into m sets of sizes

c1;…; cm and
(2) a choice of a cyclic permutation on each subset of

the partition.
A permutation is cyclic if it has no proper invariant
subsets—there are ðj − 1Þ! cyclic permutations in Sj.
For any permutation τ ∈ Sn in the class ðc1; c2…; cmÞ
and M ∈ ML, the trace tr½Pτ

LM
⊗n� is given by

tr½Pτ
LM

⊗n� ¼
Ym
j¼1

tr½Mcj �: ðB11Þ

Since tr½Zj−1 ⊗ Qr� ¼ tr½Zj−1� ¼ 1, we see from Eq. (B11)
that tr½Pτ

LðZj−1⊗Qr−ð1=LÞILÞ⊗n�¼0 for any permutation

τ with a fixed point, in which case the conjugacy class has
cm ¼ 1. In other words, the sum over τ in Eq. (B10) can be
restricted to τ ∈ S0n, where

S0n ¼ fτ ∈ SnjτðjÞ ≠ j; j ¼ 1;…; ng:

Let CSn denote the set of conjugacy classes of Sn. Given
c⃗ ∈ CSn, let

Ec⃗
L ¼

X
σ∈c⃗

Pσ
L:

With the labeling of classes described above, this choice is

consistent with the definitions of Eð1;1Þ
L and Eð2Þ

L given
above. Associated to each class c⃗ ¼ ðc1; c2;…; cmÞ ∈ CSn,
we define a distinguished permutation ½c⃗� which consists of
the cycle

1 ↦ 2 ↦ � � � ↦ c1 ↦ 1

of the first c1 numbers, followed by the cycle

c1 þ 1 ↦ c1 þ 2 ↦ � � � ↦ c1 þ c2 ↦ c1 þ 1
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of the next c2 numbers, etc., up to the last group of cm
numbers:

Xm−1

j¼1

cj þ 1 ↦
Xm−1

j¼1

cj þ 2 ↦ � � � ↦ n ↦
Xm−1

j¼1

cj:

That is, ½c⃗� ¼ ð1;2;…;c1Þðc1þ1;…;c1þc2Þ� � �ðc1þ���þ
cm−1;…;nÞ.
Putting all of this together, we obtain the following

formula:

RðnÞ ¼ EfW⊗n
j g ¼

X
c⃗∈CSn

wðc⃗; r;DÞ 1

Dmðc⃗Þ E
c⃗
D; ðB12Þ

where mðc⃗Þ denotes the number of cycles in the conjugacy
class c⃗, i.e., mðc⃗Þ ¼ m if c⃗ ¼ ðc1;…; cmÞ with cm ≥ 1,

wðc⃗;r;DÞ¼Lmðc⃗ÞðrD2þ1Þn=2
X
τ∈S0n

�
Wgðτ½c⃗�;LÞ

×E

�
tr

�
Pτ
L

�
Zj−1⊗Qr−

1

L
IL

�
⊗n

�	�
; ðB13Þ

and we observe that tr⊗n
r ½Ec⃗

L� ¼ rmðc⃗ÞEc⃗
D. Adding and

subtracting ð1=DÞID ⊗ Qr ¼ EfZj−1g ⊗ Qr inside the
parentheses, we obtain the following alternative expression
for wð ⃗c; r; sÞ:

wðc⃗; r;DÞ ¼ Lmðc⃗Þ X
τ∈S0n

Wgðτ½c⃗�; LÞE
�
tr

�
Pτ
L

�
Wj−1 ⊗ Qr þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rD2 þ 1

p �
1

D
ID ⊗ Qr −

1

L
IL

��
⊗n

�	
: ðB14Þ

Let τ ∈ S0n and let

EðτÞ ¼ E

�
tr

�
Pτ
L

�
Wj−1 ⊗ Qr

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rD2 þ 1

p �
1

D
ID ⊗ Qr −

1

L
IL

��
⊗n

�	
;

which is the expectation appearing in the sum on the right-
hand side in Eq. (B14). The conjugacy class of τ,
½τ� ¼ ðc01c02…c0mÞ, satisfies c0m ≥ 2. Given commuting
matrices A and B,

tr½Pτ
LðAþ BÞ⊗n� ¼

Ym
l¼1

Xc0l
kl¼0

�
c0l
kl

�
tr½AklBc0l−kl �:

Applying this expression to EðτÞ, we obtain the following
expression for EðτÞ:

E

�Ym
l¼1

�
(1 − ð1 − rÞ1−c0l)D

�ðr − 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rD2 þ 1

p

L

�
c0l

þ
Xc0l
kl¼2

�
c0l
kl

��ðr − 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rD2 þ 1

p

L

�
c0l−kl

tr½Wkl
j−1�

�	
;

where we observe that

tr

��
1

D
ID ⊗ Qr −

1

L
IL

�
c
�
¼

�
r − 1

L

�
c
½1 − ð1 − rÞ1−c�D

and

ðWj−1 ⊗ QrÞ
�
1

D
ID ⊗ Qr −

1

L
IL

�
¼ r − 1

L
Wj−1 ⊗ Qr:

On the right-hand side, the terms with kl ¼ 1 are excluded,
as they vanish since tr½Wj−1� ¼ 0.
Given m-tuples of non-negative integers k⃗ and c⃗0, let

k⃗ ≺ c⃗0 denote the relation kl ≤ c0l for all l. Let ½k⃗� denote
the permutation corresponding to a k1-cycle of the first k1
integers, a k2-cycle of the next k2, etc., up to the last km
integers. Zero cycles are dropped, so ½k⃗� is an element of
Sjk⃗j, where jk⃗j ¼ P

l kl. Note that

Ym
l¼1

tr½Wkl
j−1� ¼ tr½P½k⃗�

D Wðjk⃗jÞ
j−1 �:

Thus, for c⃗0 ∈ CS0n and τ ∈ c⃗0,

EðτÞ ¼
X

k⃗≺c0kl≠1

��
c⃗0

k⃗

��ðr − 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rD2 þ 1

p

rD

�
n−jk⃗j

D#fkl¼0g

×
Y

l∶kl¼0

f1 − ð1 − rÞ1−c0lgtr½P½k⃗�
D Rðjk⃗jÞ�

�
;

where ðc⃗0
k⃗
Þ ¼ Q

m
l¼1


 c0l
k l

�
.
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Returning to the weights for Eq. (B12), we find that

wðc⃗;r;DÞ ¼ ðrDÞmðc⃗ÞX
τ∈S0n

�
Wgðτ½c⃗�; rDÞ

×
X
k⃗≺½τ�
kl≠1

��½τ�
k⃗

�� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ rD2

p
ðr− 1Þ

rD

�
n−jk⃗j

D#fkl¼0g

×
Y

l∶kl¼0

½1− ð1− rÞ1−c0lðτÞ�tr½P½k⃗�
D Rðjk⃗jÞ�

�	
:

ðB15Þ

Note that tr½P½k⃗�
s Rðjk⃗jÞ� depends only on the nonzero ele-

ments of k⃗ and is unchanged if we permute the entries of k⃗.
Given c⃗ ∈ CS0n, let Mðc⃗; r;DÞ ¼ tr½P½c⃗�

D RðnÞ�. Using
Eq. (B12) to compute Mðc⃗; r;DÞ, we find

Mðc⃗; r;DÞ ¼
X
σ∈Sn

wð½σ�; r;DÞD
mð½c⃗�σÞ

DmðσÞ :

Here, mðσÞ ¼ mð½σ�Þ denotes the number of cycles in the
permutation σ. Using Eq. (B12), we obtain the following
linear equation for the moments Mðc⃗; r;DÞ:

Mðc⃗; r;DÞ ¼
X

σ∈Snτ∈S0n

X
k⃗≺½τ�
kl≠1

Mðk⃗; r;DÞ
�
Wgðτσ; rDÞrmðσÞDmð½c⃗�σÞ

�½τ�
k⃗

�� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ rD2

p
ðr − 1Þ

rD

�
n−jk⃗j

D#fkl¼0g

×
Y

l∶kl¼0

½1 − ð1 − rÞ1−c0lðτÞ�
	
: ðB16Þ

Here, Mðk⃗; r; sÞ ≔ Mðk⃗0; r; sÞ, where k⃗0 consists of the
nonzero elements of k⃗ listed in decreasing order. In
principle, Eq. (B16) allows us to solve for all moments
Mðc⃗; r; sÞ. Note, in particular, the triangular structure to the
equations: to solve for the moments with c⃗ ∈ CSn, we need
to know only the moments of lower order. Thus, the
equations can be solved recursively for increasing n.
To analyze the solution to Eq. (B16) in the limits r → ∞

and D → ∞, we need the Weingarten function asymptotics
(see Ref. [33]). Given α ∈ Sn, with ½α� ¼ ðc1c2…cmÞ,

Wgðα; LÞ ¼ CαL−n−jαjð−1Þjαj þOðL−n−jαj−2Þ; ðB17Þ
where jαj ¼ n −m, which is the minimal length of α as a
product of 2-cycles, and

Cα ¼
Ym
i¼1

ð2ciÞ!
ci!ðci þ 1Þ! :

Note that dðα; βÞ ¼ jαβ−1j is a metric on Sn. In particular,
we have the triangle inequality

jαγ−1j ≤ jαβ−1j þ jβγ−1j: ðB18Þ

Furthermore, jαj is invariant on conjugacy classes; in
particular, jαj ¼ jα−1j.

1. Gaussianity: Limit of large r

We now consider the asymptotics of Eq. (B16) as
r → ∞. This example is technically somewhat simpler
than the large D limit. Let us denote by AðrÞ ∼ BðrÞ the
asymptotic relation limr→∞AðrÞ=BðrÞ ¼ 1. By Eq. (B17),

Wgðτσ; rDÞrmðσÞ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ rD2
p

ðr − 1Þ
sD

�n−jk⃗j

∼ ð−1ÞjτσjCτσD−n−jτσj r
ðn−jk⃗jÞ=2

rjσjþjτσj :

By the triangle inequality [Eq. (B18)], jσj þ jτσj ≥ jτj.
Furthermore, for any τ ∈ S0n, we have jτj ≥ n=2. Therefore,
unless jk⃗j ¼ 0 and jσj þ jστj ¼ jτj ¼ n=2, it follows that

Wgðτσ; rDÞrmðσÞ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ rD2
p

ðr − 1Þ
Dr

�n−jk⃗j
→ 0

as r → ∞. The identity jσj þ jστj ¼ n=2 holds if and only
if τ is a pairing (i.e., a product of n=2 disjoint 2-cycles) and
if σ is a product of disjoint 2-cycles contained in τ (denoted
σ ≺ τ). In this case, we have Cτσ ¼ 1 and

Wgðτσ; rDÞrmðσÞ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ rD2
p

ðr − 1Þ
Dr

�n−jk⃗j

→ ð−1ÞjτσjD−n−jτσj:

Since all terms on the right-hand side in Eq. (B16) tend to
zero except for those with k⃗ ¼ 0 and τ is a pairing, this
equation reduces to

Mðc⃗; r → ∞; DÞ ¼
X

τ∈Pnσ≺τ
ð−1ÞjτσjDðn=2Þ−j½c⃗�σj−jτσj;

wherePn denotes the set of pairings of f1;…; ng. It follows
that all moments are of the order of one as r → ∞ and given

THEORY OF ERGODIC QUANTUM PROCESSES PHYS. REV. X 11, 041001 (2021)

041001-13



by the above expression. In particular, Mðc⃗; r → ∞; DÞ
vanishes if c⃗ ∈ CSn for n odd.
Furthermore, we see that wðc⃗; r → ∞; DÞ ¼ 0 unless n

is even and

c⃗ ¼ ð2;…; 2|fflfflffl{zfflfflffl}
j

; 1;…; 1|fflfflffl{zfflfflffl}
n−2j

Þ≡ ð2j; 1n−2jÞ

for some j, for which we have

w½ð2j; 1n−2jÞ; r → ∞; D� ¼ ð−1Þðn=2Þ−j ðn − 2jÞ!
2ðn=2Þ−jðn

2
− jÞ! ;

where ½ðn − 2jÞ!=2ðn=2Þ−jðn
2
− jÞ!� is the number of pairings

of f1;…; n − 2jg. Thus,

lim
r→∞

RðnÞ ¼
� 0 if n is odd;Pn=2

j¼0ð−1Þðn=2Þ−j ðn−2jÞ!
2ðn=2Þ−jðn

2
−jÞ!

1
Dn−j E

ð2j;1n−2jÞ
D if n is even:

ðB19Þ

This result reduces to Eq. (B7) for n ¼ 1 and n ¼ 2. For
higher n, the result it gives is the same as Wick’s theorem
for limr EfW⊗n

j g, showing that these matrices have a
Gaussian distribution in the large r limit. For example,

lim
r→∞

Rð4Þ ¼ 1

D2
Eð2;2Þ
D −

1

D3
Eð2;1;1Þ
D þ 3

D4
Eð1;1;1;1Þ:

In more detail, note that Wick’s theorem would
imply that limr EfW⊗2n

j g is a sum of terms obtained by
pairing the matrices in the tensor product and averag-
ing according to the variance in Eq. (B7), namely,

Rð2Þ ¼ ð1=DÞEð2Þ
D − ð1=D2ÞEð1;1Þ

D . Further expanding each
term in the sum according to a choice of one of the two
terms in Rð2Þ for each pair of factors results in an expression
for EfW⊗2n

j g as a sum over permutations with only two-
cycles and one-cycles. In this expansion, each permutation
comes with the weight

# pairings of the set covered by one cycles

× ð−1Þð1=2Þ# one-cycles 1

D#cycles :

The first term counts the number of ways that a given
permutation can arise in the above expansion, while the

second term comes from the weights attached to Eð2Þ
D and

Eð1;1Þ
D in the variance. As one may easily check, the result is

identical with the right-hand side of Eq. (B19).

2. Gaussianity: Large D limit

For the large D limit, we should first examine what
happens to the moments like M½ð2Þ; r;D� as D → ∞. Note

that M½ð2Þ; r;D� ¼ tr½P½ð2Þ�
D Rð2Þ� ¼ D − ð1=DÞ. Thus, we

expect moments to become large, and a further normali-
zation is needed to compute the limit of Eq. (B16). Indeed,
we have

Wgðτσ; rDÞDmð½c⃗�σÞD#fkl¼0g
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ rD2
p

ðr − 1Þ
Dr

�n−jk⃗j
∼ ð−1ÞjτσjCτσ

rðn−jk⃗jÞ=2

rjσjþjτσj D
#fkl¼0g−j½c⃗�σj−jτσj:

By the triangle inequality, j½c⃗�σj þ jτσj ≥ j½c⃗�τ−1j ≥ 0, with equality precisely if ½c⃗� ¼ τ and σ ≺ τ. Everything is maximized
for k⃗ ¼ 0 and τ ¼ ½c⃗�, suggesting that

M½ð2jÞ; r;D� ∼ constDmðc⃗Þ:

To proceed, we define

M̃ðc⃗; r;DÞ ¼ D−mðc⃗ÞMðc⃗; r;DÞ;

so M̃½ð2Þ; r;D → ∞� ¼ 1. Working from Eq. (B16), we find that

M̃ðc⃗; r;DÞ ¼
X

σ∈Snτ∈S0n

X
k⃗≺½τ�
kl≠1

M̃ðk⃗; r;DÞ
�
Wgðτσ; rsÞrmðσÞDmð½c⃗�σÞ−mðc⃗ÞþmðτÞ

�½τ�
k⃗

�� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ rD2

p
ðr − 1Þ

Dr

�n−jk⃗j

×
Y

l∶kl¼0

½1 − ð1 − rÞ1−c0lðτÞ�
	
:
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The large D asymptotics of the coefficients follow from

Wgðτσ; rDÞrmðσÞDmð½c⃗�σÞ−mðc⃗ÞþmðτÞ ∼ ð−1ÞjτσjCτσ
rðn−jk⃗jÞ=2

rjσjþjτσj D
j½c⃗�j−jτj−j½c⃗�σj−jτσj:

Again by the triangle inequality, jτj þ j½c⃗�σj þ jτσj ≥ jτj þ j½c⃗�τ−1j ≥ j½c⃗�j, so the limiting equation for M̃ðc⃗; r; sÞ has order
one coefficients as D → ∞. Thus, the resulting solution is of the order of one.
Rewriting Eq. (B15) for the weights wðc⃗; r;DÞ in terms of M̃, we find that

wðc⃗; r;DÞ ¼
X
τ∈S0n

X
k⃗≺½τ�
kl≠1

M̃ðk⃗; r;DÞ
�
Wgðτ½c⃗�; rDÞðrDÞmðc⃗ÞDmðτÞ

�½τ�
k⃗

�� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ rD2

p
ðr − 1Þ

rD

�
n−jk⃗j Y

l∶kl¼0

½1 − ð1 − rÞ1−c0lðτÞ�
	
:

By Eq. (B17), the first three factors of the coefficient of M̃ðk⃗; r;DÞ are asymptotically

Wgðτ½c⃗�; rDÞðrDÞmðc⃗ÞDmðτÞ ∼ ð−1Þjτ½c⃗�jCτ½c⃗�
rðn−jk⃗jÞ=2

rj½c⃗�jþjτσj D
n−jτj−j½c⃗�j−jτ½c⃗�j:

Now jτj þ j½c⃗�j þ jτ½c⃗�j ≥ 2jτj ≥ n, with equality if and only if τ is a pairing and ½c⃗� ≺ τ. Thus, wðc⃗; r;D → ∞Þ ¼ 0

unless n is even and c⃗ ¼ ð2j; 1n−2jÞ for some j; for such c⃗, we have

w½ð2j; 1n−2jÞ; r;D → ∞� ¼ ð−1Þn−2jpn−2j

X
k⃗≺ð2

n
2Þ

kl≠1

r−jk⃗j=2
�
r − 1

r

�
#fkl¼0g

M̃ðk⃗; r;D → ∞Þ:

Thus,

M̃½ð2mÞ; r;D → ∞� ∼
Xm
j¼0

X
σ∈ð2j12m−2jÞ

ð−1Þ2m−2jp2m−2j

X
k⃗≺ð2mÞ
kl≠1

�
M̃ðk⃗; r;D → ∞Þr−jk⃗j=2

�
r − 1

r

�
#fkl¼0g 1

D3m−j tr½P
ð2mÞ
D Pσ

D�
�
:

The trace tr½Pð2mÞ
D Pσ

D� is bounded by Dmþj, with equality precisely if σ ≺ ½ð2mÞ�. As a result, the only terms that survive in
the limit correspond to j ¼ m and σ ¼ ½ð2mÞ�. Thus,

M̃½ð2mÞ; r;D → ∞� ¼
X
k⃗≺ð2mÞ
kl≠1

r−jk⃗j=2
�
r − 1

r

�
#fkl¼0g

M̃ðk⃗; r;D → ∞Þ:

Introducing qðm; rÞ ¼ M̃½ð2mÞ; r;D → ∞�, this equation reduces to

qðm; rÞ ¼
Xm
j¼0

m
j

�
r − 1

r

�
m−j

r−jqðj; rÞ ¼ 1

rm
Xm
j¼0

m
j
ðr − 1Þm−jqðj; rÞ:

We have qð0; rÞ ¼ 1 (by definition). It follows that qðm; rÞ ¼ 1 for all m by induction. Thus,

w½ð2j; 1n−2jÞ; r;D → ∞� ¼ ð−1Þn−2j ðn − 2jÞ!
2ðn=2Þ−jðn

2
− jÞ!

X
k⃗≺ð2n=2Þ
kl≠1

r−jk⃗j=2
�
r − 1

r

�
#fkl¼0g

¼ ð−1Þn−2j ðn − 2jÞ!
2ðn=2Þ−jðn

2
− jÞ! ;

which proves that the limit is Gaussian in this case.
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APPENDIX C: BIPARTITE ENTANGLEMENT
ENTROPY OF AN ERGODIC MATRIX

PRODUCT STATE

In this section, we prove the formula for the bipartite
entanglement entropy for ergodic MPS given by Eq. (17) in
the main text. By translation invariance in distribution,
it suffices to consider j ¼ 0. To focus on the bipartite
entanglement entropy across a single cut, we make use of
open boundary conditions for the chain.
Remark C.1.—The thermodynamic limit of the chain

with open boundary conditions is identical to that with
periodic boundary conditions; this limit follows from the
convergence given in Theorem 2 of the main text.
Consider an MPS defined over ½−M;N�, with M, N > 0

and open boundary conditions. For this state, Eq. (11) of
the main text becomes

jψð−M;NÞi ¼
Xd
⃗i¼1

½b⃗i−M ;†
−M Ai−Mþ1

−Mþ1…AiN−1
N−1b⃗

iN
N

× ji−M;…; iNi�; ðC1Þ

where b⃗i−M and b⃗iN , i ¼ 1;…; d, are nonzero vectors in Cd

specifying the boundary conditions at each end of the
chain.
We consider the thermodynamic limit in two steps: first

N → ∞ and then M → ∞. For an observable O on the
spins in ½−M; 0�, it follows from Eq. (C1) that the expect-
ation of O is given by the following modification of
Eq. (12) of the main text:

hψð−M;NÞOψð−M;NÞi

¼ tr½BNϕN−1 ∘ � � �ϕ1ðÔ−MÞ�
tr½BNϕN−1 � � � ∘ � � �ϕ−Mþ1ðB−MÞ�

; ðC2Þ

where

BN ¼
Xd
i¼1

b⃗iNb⃗
i;†
N ; B−M ¼

Xd
i¼1

b⃗i−Mb⃗
i;†
−M;

and

Ô−M ¼
Xd
⃗i;j⃗¼1

½hi−M;…; i0jOjj−M;…; j0i

× Ai0†
0 …Ai−Mþ1†

−Mþ1 b⃗
i−M
−Mb⃗

j−M†
−M Aj−Mþ1

−Mþ1…Aj0
0 �:

Note that in the present case Ô−M is a D ×D matrix.
It follows from Eq. (C2) and Theorem 2 of the main

text that

lim
N→∞

hψð−M;NÞjOjψð−M;NÞi

¼ tr½Z0
1Ô−M�

tr½Z0
1ϕ0 ∘ � � �ϕ−Mþ1ðB−MÞ�

: ðC3Þ

Let ρ−M denote the reduced density matrix of ½−M; 0�, in
the limit N → ∞. By Eq. (C3), we have

hj−M;…; j0jρ−Mji−M;…; i0i

¼ tr½Z0
1A

i0†
0 …Ai−Mþ1†

−Mþ1 b⃗
i−M
−Mb⃗

j−M†
−M Aj−Mþ1

−Mþ1…Aj0
0 �

tr½Z0
1ϕ0 ∘ � � �ϕ−Mþ1ðB−MÞ�

:

Let

Q−M ≡
ffiffiffiffiffi
Z0
1

q
fϕ0 ∘ � � � ∘ ϕ−Mþ1ðB−MÞg

ffiffiffiffiffi
Z0
1

q
:

Note that Q−M is a positive matrix. Let v⃗1;…; v⃗D be its
orthonormal eigenvectors, with corresponding eigenvalues
λ1 ≥ � � � ≥ λD ≥ 0. Let

jαji ¼
1ffiffiffiffi
λj

p Xd
⃗i¼1

b⃗i−M†
−M Ai−Mþ1

−Mþ1…Ai0
0

ffiffiffiffiffi
Z0
1

q
v⃗j:

Then

ρ−M ¼
P

D
j¼1 λjjαjihαjj
tr½Q−M�

¼
P

D
j¼1 λjjαjihαjjP

D
j¼1 λj

and

hαjjαki ¼
1ffiffiffiffiffiffiffiffi
λjλk

p v⃗†jQ−Mv⃗k ¼ δkj :

Thus, jαij are eigenvectors of ρ−M, and the nonzero
eigenvalues of ρ−M are given by λi=

P
j λj.

It follows that the bipartite entropy across the bond 0 ∼ 1
(in the limit N → ∞ with M < ∞) is given by

S−Mð0Þ ¼ −tr½Q̃−M log Q̃−M�;

with Q̃−M ¼ ð1=tr½Q−M�ÞQ−M. Equation (17) of the main
text follows, since

lim
M→∞

Q̃−M ¼ 1

tr½ ffiffiffiffiffi
Z0
1

p
Z0

ffiffiffiffiffi
Z0
1

p �
ffiffiffiffiffi
Z0
1

q
Z0

ffiffiffiffiffi
Z0
1

q

by Theorem 2 of the main text.
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